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What is GPT?

Generative Pre-Trained Transformer

● Generative refers to the model’s 
ability to generate text in response to 
a question.

● Pre-Trained signifies that the model 
has been trained on billions of 
examples of text. 

● Transformer is the name for an 
advanced machine learning 
framework that allows the model to 
process complex text relationships.



What is GPT?

GPT is an AI language model designed to understand, process, and 
generate human-like test based on the input it receives. As a lawyer, 
think of it as an advanced legal assist that can assist you with some 
pretty complex tasks. 

ChatGPT is the name given to a specific implementation of the GPT 
model developed by OpenAI. It is designed to perform natural 
language processing tasks, particularly engaging in conversation and 
generating human-like text responses.



What’s the “Chat” in ChatGPT?

1. You can have an interactive 
conversation (“chat”) with 
ChatGPT.

2. Later questions and instructions 
can refer back to earlier parts of 
the chat.

3. Building a complex request in 
stages.

4. Different chats for different 
topics: save context and return.

5. But memory limited by context 
window!





Fair and Equitable Treatment



Go Deeper



What Can It Do?

1. Summarize text

2. Answer questions

3. Translate language

4. Generate human-like text

5. Complete text

6. Generate code

7. Extract specific information

8. Analyze sentiment

9. Create art (poetry, lyrics, 
stories)



What Can It Do?



Using AI to Create Images

1. Dall-E-2 uses GPT to create images 
and other artwork.

2. Midjourney and Leonardo.AI use a 
different AI engine called 
Stable.Diffusion. 

3. You simply describe what you want 
to see in a prompt.

4. You can even suggest styles like 
watercolor, pen and ink, futuristic or 
impressionistic. 

5. Or have it create art as if it were a 
famous artist. 

This is changing the art world by the second. 



ArtworkA scene from the Telluride Bluegrass festival with a string band on the stage, tens of 
thousands of people watching, there are steep and beautiful mountains in the 
background, a blue sky with fluffy white clouds and a waterfall above the stage 
coming down from the mountains above.



How Do You Build One of These?

1. Take a massive amount of 
computing resources (essentially a 
network of supercomputers).

2. Add hundreds of billions of 
documents for training. 

3. Train a Large Language Model with 
billions of parameters over many 
weeks to play the “guess the next 
word” game.

4. Add many hours of human  time to 
further fine-tune the model for 
safety, alignment to human goals.

Is this a game for the big players?



Large Language Models

This is a huge and expanding market!



Open Source Models



Problems with GPT

1. GPT is hosted by OpenAI. 

There are limits!

Should we be worried about 
privilege or confidentiality?

It is also offered by Microsoft 
both through Azure and the 
Office products.



Problems with GPT

1. GPT is hosted by OpenAI and 
Microsoft

2. Are my prompts training GPT?

There are limits!

Actually not, GPT is like a 
brain in a jar.

Commercial licenses protect 
data submitted to, or hosted 
by, these third parties. 



Problems with GPT

1. GPT is hosted by OpenAI and 
Microsoft

2. Are my prompts training GPT?

3. Context windows are severely 
limited.

There are limits!

GPT’s memory is limited, which is a 
key constraint on development and 
functionality. We call that a context 

window and it prevents us from 
loading all our files at once. 



Problems with GPT

1. GPT is hosted by OpenAI and 
Microsoft

2. Are my prompts training GPT?

3. Context windows are severely 
limited.

4. Hallucinations: GPT sometimes 
makes up answers.

There are limits!



Hallucinations



Prompt Engineering

1. Providing the general context.

2. Inserting the document text.

3. Describing the topic. 

4. Giving GPT the proper instructions.

The New Science of AI



Using Prompts

1. It is a communication with GPT 
through which you direct its actions.

2. You speak in natural conversational 
language.

3. You can give GPT context around 
your question or request.

4. You can ask questions or have GPT 
write a report, paper or even a poem

5. You can ask it to summarize or 
analyze one or more documents.

6. You will be able to send it images or 
AV files for analysis.



What Can It Do for Ediscovery?

1. Help with keyword 
search

2. Summarize documents

3. Analyze documents

4. Create Investigation 
Reports

5. Review Documents

6. Transcript content

7. Text Messaging



The Process

Run an 
Algorithmic Search

Use a platform like 
Sherlock that includes 
algorithmic search to 
find the most likely 
relevant documents 
for review and 
analysis.

Select Relevant
Documents

Choose the most 
valuable documents or 
select excerpt from 
those documents 
bearing on your 
investigation. 

Extract 
Relevant Text

The search platform 
should have text from 
those documents. 
Extract the text and 
place it in a prompting 
framework. 

Review GPT’s
Response

The review platform 
should be able to take 
the responses and 
store them with the 
related documents for 
meaningful viewing.

Send to GPT 
with a Prompt

Develop a prompting 
system that will set the 
stage for the prompt 
(context), insert the 
document text, and 
ask a question.

❖ GPT is not like a typical TAR algorithm. 
❖ You can’t just point it at your document collection 

and turn it loose.
❖ You have a few thousand words of context per request.  



Getting documents to GPT 



Using ChatGPT for Ediscovery

1. Analyzing a legal document.



Analyzing a Discovery Agreement

The parties having agreed to a clawback agreement, and good 
cause appearing therefor, the Court hereby orders as follows: 



Analyzing a Discovery Agreement



Using ChatGPT for Ediscovery

1. Analyzing  a legal document.

2. Explaining a legal concept 
like privilege.



Explaining a Legal Concept



Using ChatGPT for Ediscovery

1. Analyzing  a legal document.

2. Explaining a legal concept 
like privilege.

3. Getting help with keywords 
to build a search.



B2: From the Merlin Laboratory



Getting Help with Keywords

Topic: 2000 Recount — All documents concerning the 
contested result of the 2000 presidential election.



Using ChatGPT for Ediscovery

1. Analyzing  a legal document.

2. Explaining a legal concept 
like privilege.

3. Getting help with keywords 
to build a search..

4. Asking GPT to build a 
Boolean search.



Building Searches



Using ChatGPT for Ediscovery

1. Analyzing  a legal document.

2. Explaining a legal concept 
like privilege.

3. Getting help with keywords 
to build a search.

4. Asking GPT to build a 
Boolean search.

5. Have GPT analyze and 
summarize documents.



Summarizing Search Results



Summarizing Search Results



Using ChatGPT for Investigations

What if we could send 
key documents to GPT 
and ask it questions?



Using ChatGPT for Investigations

Bacardi Trademark Lobbying: 
Documents related to the Jeb Bush 
administration’s involvement in a 
trademark dispute between Bacardi 
and the U.S. Patent and Trademark 
Office.



Sending Information to GPT

Based on the above documents, what part did Jeb Bush play in the dispute over the 
Havana Club Trademark? Who else was involved? 



What Role did Jeb Bush Play?



How about Jorge Rodrigues?



Other Players



Analyzing a Spreadsheet



Digging Deeper



Building an Investigation Report



Building an Investigation Report



Building an Investigation Report



Building an Investigation Report

4. When do they speak to each other? Create a timeline for this section.
● November 16, 2002: An email is sent by David Biddulph to Governor Jeb Bush of Florida, Clmoore7@aol.com, 

JohnsonB@HillsboroughCounty.org, Representative Tom Feeney, and Hillsborough County Supervisor of 
Elections Buddy Johnson, urging them to make election records open to public inspection and audit.

● August 19, 2003: David Biddulph sends an email to Governor Jeb Bush and others, urging them to consider 
making election records open to public inspection and audit. He also suggests his invention, the "Perfect Voting 
System," as a solution to address the questions being raised about paperless voting systems.

● December 2, 2003: An editorial by Paul Krugman is published in the New York Times, discussing the issue of 
paperless voting machines, specifically those produced by Diebold Inc.

● December 4, 2003: ODemocracy@aol.com sends an email to Jeb Bush containing the editorial by Paul 
Krugman.

● May 3, 2004: David Biddulph sends an email to Jeb Bush and others, asking if they are using the same voting 
machines and if they have a paper trail. The email mentions a decision made by California Secretary of State 
Kevin Shelley to ban touch-screen voting machines in the state due to concerns over security.

● May 3, 2004: Jeb Bush sends an email to Glenda Hood, discussing the concern raised by David Biddulph about 
the voting machines being used in Florida. The email includes an article about Kevin Shelley's decision to ban 
touch-screen voting machines in California.



Building an Investigation Report

6. Where are they when communicating?

The location of the individuals when communicating is not explicitly mentioned in the documents. However, it can be 
assumed that the communication is primarily through email, as the documents are emails sent between the individuals. It is 
possible that some of the communication may have taken place in person or over the phone, but there is no information 
available to confirm this.



Building an Investigation Report



Building an Investigation Report



Summarizing Depositions
Please summarize this testimony: 
If you go to the next paragraph, we say 11 "Understanding the biology of virus transmission has 12 
implications for outbreak prediction, prevention and 13 treatment." 14 And the point we were making in 
this article is that there is a risk benefit to research 16 like this, and the point we were making it says "A 17 
risk worth taking if the benefit is the protection of 18 the American and global public." 19 Q. You refer to 
conditions under which such research should be done -21 A. Right. 22 Q. -- when you're generating 
potentially 23 dangerous viruses. 24 A. Right. Q. First of all, is that kind of 4 DR. ANTHONY FAUCI 
11/23/2022 Page 16 1 research generally referred to as gain-of-function 2 research? 3 A. Gain of function 
is a very potentially 4 misleading terminology, and that was one of the reasons why several years ago 
outside groups, not the 6 NIH, made the determination that they would much more 7 strictly define the 
guardrails of experiments that 8 would require additional oversight and did away with 9 the terminology 
"gain of function" because it can often be very confusing and misleading. 11 Q. When was that 
terminology "gain of 12 function" done away with? 13 A. At the time, I believe -- and I'm not a 14 hundred 
percent sure -- but there was a period of time between, I think, 2011 and 2014 or '12 and '14, 16 I'm not 
sure, when there was a pause that was put on 17 research that was related to the manipulation of the 18 
influenza virus in order to get more concrete and 19 more definitive guidelines about what the guardrails 
of this research should be. 21 Q. Do those guardrails include things like 22 the level of biosafety -- 
biosafety level at which 23 such research should be done? 24 A. That, I believe, was part of it. I'm not sure 
if it was explicitly said, but it certainly 4 DR. ANTHONY FAUCI 11/23/2022 Page 17 1 could be. There were 
two elements to it. 



Dr. Fauci’s Testimony (Bard style)



Analyzing Chat Messages



Analyzing Chat Messages



Can ChatGPT Replace Human Reviewers?

Will GPT Put Review Teams Out of Business?



Using GPT to Review Documents

1. Use Jeb Bush text collection

2. Build a “prompt” describing 
topic, giving instructions.

3. Have GPT review document 
at a time for relevance.

4. Use official TREC relevance 
judgments as gold standard.

5. Measure accuracy of GPT 
review across 34 topics.

Research Approach



Building the Prompt



Summarizing Review Decisions

False Positives
False Negatives



Test Results

Low Recall
Low Precision

High Precision
Low Recall

High Recall
High Precision

High Recall
Low Precision



Honing in on Our Target
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